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ABSTRACT 
Recently, an IWC workgroup developed guidelines for quality control of DNA data.  Once data have been collected, 
the next step is to analyze the data and produce results that are useful for addressing practical problems in the 
management of cetaceans.  This is a complex exercise, as numerous analyses are possible and users have a wide 
range of choices of software programs for implementing the analyses.  Here, we provide an outline for a document 
that would provide guidelines for analysis and interpretation of genetic data in a management context.  We include a 
few worked examples to illustrate the type of content the document might contain.  We encourage comments and 
suggestions from managers, cetacean biologists, and geneticists to help make the final document as useful as 
possible. 
 
INTRODUCTION 
Recently, guidelines were adopted for quality control of DNA data intended for use within the International Whaling 
Commission (IWC 2009).  Once the data have been collected, the next step is to analyze the data and produce results 
that are useful for addressing practical problems in the management of cetaceans.  This is a complex exercise for 
two major reasons:  1) a large number of methods can be used to analyze genetic data, and an equally wide range of 
software programs are available for conducting these analyses; and 2) a key objective is to inform those involved in 
cetacean management who don’t have a background in population genetics.  For these reasons, it has been suggested 
that it would be useful to have a document that provides guidelines for the analysis of population genetic data for 
use in a management context.  Although it is not possible (nor is it desirable) to prescribe specific procedures for all 
analyses of population genetic data, it can be useful to provide general guidelines for some of the more common 
types of analyses conducted in a management context.  The latter is the objective of this paper.  The emphasis will 
be on a general discussion of issues involved in genetic data analysis rather than detailed comments about specific 
software programs, but some popular programs will be discussed to make particular points.  Because a large number 
of types of analyses (and software packages to conduct such analyses) are available, to focus on analyses most 
relevant to a particular study we organize the discussion around some common management problems one might try 
to address with genetic data.  These problems are identified below with roman numerals.  We assume that before the 
analyses considered here begin, the DNA quality control guidelines (IWC 2009) have been consulted and followed 
to the extent possible, and that any substantial deviations have been documented and explained. 
 
We use Bryde's whales to illustrate how genetic data might be applied to a practical management problem within the 
IWC framework (see Appendix 1 for more details).  Bryde’s whales form a taxonomic complex, with distinct 
offshore and coastal forms in several places.  In the Pacific, separate genetically-distinct offshore population(s) with 
mirror-image behaviour exist in the Northern and Southern Hemispheres.  Our example concerns Northern 
Hemisphere feeding grounds between 130°E (W Japan) and 155°W/205°E (Hawaii) and about 10°N to 40°N, where 
the IWC is currently considering proposals for an ongoing catch of Bryde's whales.  Samples are not available from 
the breeding grounds (believed to be further south), and it is uncertain whether multiple stocks occur within the 
feeding grounds.  This is a crucial issue, as the RMP quota-setting rule has been shown to have minimal risk of 
causing unacceptable depletion if the affected area represents a single freely-mixing population.   However, if 
multiple stocks exist in the area and the entire quota were to be taken from a sub-area containing mostly one 
subpopulation, the result could easily be an unacceptable local depletion in that sub-area.  The question before the 
Scientific Committee, therefore, is whether it is necessary to divide the catch quota spatially across this large area to 
minimize risk of local depletions.  Three sub-areas are under consideration (#1W=130°E-165°E, #1E=165°E-180°E, 
#2=180°E-205°E/155°W; see map in Appendix 1). 
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Currently available biological information is not definitive regarding stock structure.  Distribution is continuous 
across the catch area, and no geographically-correlated morphometric differences have been detected.  However, 
differences in age composition have been found between the three sub-areas, and this helped motivate consideration 
of the possibility stock structure. Mark-recapture data documents movements between the two western subareas, but 
information is lacking for area #2.  No genetic data are available for area #2 either.  Allozyme data differentiate 
WNP Brydes' and other Pacific Brydes' whales but do not show differences between the two western subareas, nor 
do mtDNA and microsatellite data.  No genetic samples are available from the breeding grounds. 
 
Five stock structure hypotheses are currently under consideration; they differ in the number of putative stocks and 
the extent of hypothesized mixing between them.  Potential uses of genetic data include the following: 

• to evaluate the relative plausibility of the various hypotheses currently under consideration; 
• to help parameterize quantities such as mixing proportions (of breeding sub-populations in feeding sub-

areas) and dispersal proportions (migration between sub-populations); 
• to consider whether the range of hypotheses needs alteration/expansion. 

One major challenge will be to convert genetic estimates of gene flow (units = individuals/generation) into 
demographic estimates of more practical relevance to management (e.g., the fraction of the population that migrates 
between subareas each year).  The technical challenges involved are discussed in detail in Sections II-V of this 
report. 
 
 
GUIDELINES 
 
I.  Species identification/delimitation  
Issues related to alpha taxonomy come up consistently, especially regarding the boundary between populations and 
species of small cetaceans.  This section should distinguish between species identification and species delimitation, 
and will have some overlap with Section IV.  Because a standardized methodology for DNA-based species 
identification of cetaceans already exists (Baker et al. 2003; Ross et al. 2003), this document will focus on analyses 
of genetic diversity within species.  Information about DNA Surveillance and the comprehensive reference database, 
Witness for the Whales, can be found at the following url: http://www.cebl.auckland.ac.nz:9000/.  Ross and 
Murugan (2006) present results of a comparison of cetacean DNA sequences in Witness for the Whales and 
GeneBank. 
II.  Analysis of diversity within populations/species  

A. Information related to tests of Hardy-Weinberg (HW) equilibrium.  We assume that HW evaluations have 
been conducted as part of the DNA data quality control step; here, attention would focus on HW deviations 
that might provide insight into biological processes (such as inbreeding or population mixtures).   

B. Information related to tests of linkage disequilibrium (LD).  As was the case for HW, the focus would be on 
signals that might provide insight into biological processes. 

C. Measures of genetic diversity, including rarefaction (controlling for sample size in estimating allelic 
richness) 

III.  Estimating population size 
A. Census size, N  

1. DNA mark-recapture 
2. Analysis of close relatives 
3. Identifying recent population bottlenecks  

B. Effective population size, Ne  
1. Historical Ne (including coalescent)    
2. Contemporary Ne   

a. Single-sample methods 
b. Two-sample (temporal) methods 

3. Recent vs ancestral Ne using isolation with migration models  
4. Signals of historical population expansion/contraction  

C. Ne/N ratios 
IV.  Analysis of diversity among populations (aka stock structure) 
This is probably the most common type of management problem that utilizes genetic data.  This section might be 
organized in any of several different ways.  One way would be to use a framework based on the major stock 
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archetypes identified in TOSSM.  The approach below uses as a first cut whether or not individuals can plausibly be 
grouped into putative populations before analyses are conducted. 

A.  Putative populations defined a priori.   
In this case, the analyses are conducted on groups of individuals (samples); individuals are grouped into 
samples based on collection location, assumptions about geographic configuration of populations, or other a 
priori hypotheses about population membership. 

1. Testing panmixia   
2. Describing population structure 

a. FST, genetic distance, and related measures  
b. Ordination  
c. Isolation by distance/Landscape genetics (units = samples)    

3. Estimating migration 
a. Methods that assume migration-drift equilibrium and estimate long-term patterns of gene flow 

(mNe) 
i. Island model 

ii. Stepping-stone models 
iii. Coalescent methods and directional gene flow 

b. Assignment methods that estimate contemporary migration rate (m)  
c. Isolation with migration models to estimate splitting times and post-division migration rates  

4. Mixture analysis (e.g., resolving stock composition of samples from feeding grounds or migration 
pathways)  

5. Kinship      
B.  No a priori basis (or a questionable basis) for grouping individuals into populations   
In this case, the analyses are conducted on individuals rather than groups of individuals.   

1. Clustering programs  
2. Clustering based on ordination  
3. Landscape genetics (units = individuals), including temporal structure  
4. Kinship    

V.  Generic/cross-cutting issues   
Some issues will apply to many of the above analyses.  Examples include:  

A. Choice of markers (mtDNA, microsats, SNPs)  
B. Ascertainment bias  
C. Multiple testing  
D. Mutation rates  
E. Sampling and experimental design, including confidence intervals  
F. Underlying assumptions and sensitivity to their violation 
G. Bayesian vs maximum likelihood vs frequentist methods 
H. MCMC issues (burnin, convergence) 
I. Integrating genetic and non-genetic data  
J. Possible influence of selection  
K. Interpreting negative results 
L. Validation/transparency 

VI.  Summary and conclusions 
 
EXAMPLES 
The following examples illustrate the type of treatment and level of detail that might be used for individual topics in 
the guidance document.  In the next iteration of this document, we plan to relate each of these examples to the 
Bryde’s whale example to illustrate practical application of specific types of analyses. 
 
IV.A.2.a. FST and related measures 
The so-called fixation index, FST, is one of the F-statistics originally suggested by Sewall Wright (see, e.g., Hartl & 
Clark 1989). It is a measure of population divergence under a scenario where one investigates whether a population 
is genetically subdivided into partially or completely isolated subpopulations. These putative subpopulations have to 
be defined a priori.  FST then can be used to evaluate whether gene frequencies are indicative of restricted gene flow 
across these subpopulations (rejection of panmixia).  In conservation and management, FST is hence a tool when 
using molecular data to identify "stocks", "management units", or "units to conserve". 
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The basic formula for FST is: 

 
eT
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where HeT is the expected heterozygosity in an entire population and HeS is the mean expected heterozygosity within 
the subpopulations. The expected heterozygosity is the probability that a randomly taken individual is heterozygous 
at a given locus. It is calculated from allele frequencies and ranges from 0 (all individuals are expected to be 
homozygous, meaning that there is only a single fixed allele at an investigated locus) to 1 (all individuals are 
expected to be heterozygous, meaning that all alleles at an investigated locus are different).  The underlying logic of 
FST is as follows: Under the null hypothesis of no divergence among subpopulations, HeS measures for single 
subpopulations are unbiased estimators of the heterozygosity HeT of the entire population. Hence, HeT – HeS = 0 and 
as a consequence FST also equals 0.  Maximum divergence is reached if every subpopulation is fixed for one allele. 
Then, He = 0 in every subpopulation, so FST = HeT / HeT = 1. 
 
If more than one locus is investigated, different ways of calculating multilocus FST (either averaging single-locus FST 
values, or averaging expected heterozygosities across loci and using those average values in Equation 1) can yield 
different values.  In its original formulation, FST was restricted to autosomal loci of diploid organisms. However, the 
expected probability of a randomly taken diploid individual to be heterozygous at a given locus is conceptually 
identical to the probability that two randomly taken haplotypes of a locus of any ploidy level are different from one 
another, a measure called haplotype diversity or (more generally) gene diversity (Nei 1987).  
 
Fixation indices calculated from haplotype and/or gene diversity are sometimes identified with a different symbol 
(GST), but – as formula and concept are identical – most authors have adopted FST as the "one-fits-all" name, 
regardless whether it is calculated on the basis of heterozygosity, haplotype diversity, or gene diversity. Because the 
theoretical distribution of FST remains unknown, significance of any deviation from the null hypothesis of panmixia 
is typically evaluated by permutation analysis. Rejection of the null hypothesis means that FST is significantly larger 
than 0, indicating that the subpopulations exchange fewer individuals than are expected under random dispersal 
(=panmixia). 
 
The strength of FST as a measure of population divergence is threefold: (a) it is easily calculated and tested for 
significance for various types of molecular data; (b) the interpretation is straightforward, i.e., adoption (FST = 0) or 
rejection (FST>0) of panmixia; and (c) it provides a measure of the fraction of total genetic variance that is 
apportioned among subpopulations. This has made the FST a very commonly used measure of genetic divergence.  
 
There are, however, a number of known limitations to FST: 

1. It is based on diversity estimators (i.e., heterozygosity, haplotype diversity) that solely classify 
alleles/genotypes according to identity/non-identity, without any consideration of the level of difference 
among the alleles/genotypes.  

2. The theoretical maximum of FST = 1 can only be reached if each subpopulation is fixed for a single unique 
allele.  If there is variability within any subpopulation, the maximum FST is (1 – HeS). Unfortunately, this 
limit to the maximum FST is often overlooked. The maximum value for FST is the smaller the more variable 
a marker is, and the effect can be especially dramatic for microsatellites, which often exhibit high HeS (over 
0.9, in which case the maximum FST is only 0.1). In the extreme (yet possible) scenario of two 
subpopulations completely divergent (i.e., not sharing a single allele), but both with HeS approaching 1 (i.e., 
all individuals are expected to be heterozygous because of high allelic diversity), FST becomes meaningless, 
as its theoretical maximum is then 0 (see Fig. 1 in Jost 2008 for a graphical representation). 

3. While the significance of FST is a good indicator of deviations from panmixia, the same information can be 
obtained more directly by testing equality of allele frequencies in different samples (Section IV.A.1). 

4. Translation of FST into dispersal estimates, although mathematically straightforward for populations 
assumed to be in equilibrium between genetic drift and gene flow, is very challenging for most real-world 
situations (see Section IV.A.3). Given this limitation and the effect of HeS on FST, the numerical value of 
FST should be interpreted with caution. In particular, comparing FST measures across studies will not 
necessarily provide a meaningful comparison of the respective level of divergence. 
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Alternative measures of divergence have been suggested to overcome some of the limitations of FST: 
1. Some measures of population divergence incorporate the degree of divergence among genotypes. The FST -

related measure ФST explicitly accounts for mutational differences (Excoffier et al. 1992). For sequence 
data, divergence can also be expressed as nucleotide diversity (π) according to   

  π =  Σ xi xj πij ,        (2)  
   i,j 

 where xi and xi are the relative frequencies of the alleles/genotypes i and j and πij is the sequence 
divergence among these two alleles/genotypes (Nei 1987). Analogously to HeT and ĤeS, one can calculate 
πT as nucleotide diversity for the entire population and mean πS as the average nucleotide diversity within 
subpopulations. Subtracting mean πS from πT yields a measure of average % sequence difference due to 
divergence among subpopulations (Quinn & White 1987).   For microsatellites, one can reasonably assume 
a step-wise mutation model, in which case alleles of similar allele size are likely to be more closely related. 
This is incorporated in the divergence measure RST (Slatkin 1995): 

   
S

SSR w
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−
=   ,      (3) 

where Sw is the sum over all loci of twice the weighted mean of the within-population variances in allele 
size within subpopulations and S  is the sum over all loci of twice the variance in allele size in the entire 
population. 

2. From a mathematical point of view, the theoretical range of possible FST values can be easily re-adjusted to 
the interval [0,1] by a correction factor (Hedrick 2005): 
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 This correction, however, has not been widely applied. In addition, there is so far neither a theoretical nor 
an empirical evaluation of the impact of such a correction on the distribution of FST. As a consequence, it 
remains unclear whether FST adjusted also suffers from the limitations mentioned under (3)—specifically, that 
identical values do not necessarily imply an equal level of divergence. 

3. It has been recently argued that a true measure of differentiation should decompose overall diversity into 
two parts: (a) the variance within the subpopulations and (b) the variance because of divergence among 
subpopulations (Jost 2008). To yield an unbiased measure of the divergence component in heterozygosity, 
this author suggests a formula very similar to (IV), i.e., 
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ST H
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,        (5) 

where HST is the heterozygosity component caused by divergence among subpopulations.  To yield the final 
estimator of differentiation (D) with values on the interval [0,1], HST is multiplied by (n/(n-1)) where n is the number 
of subpopulations (Jost 2008). As neither HST nor D are implemented in the most widely used data analysis software 
packages, these measures are rarely used.  In addition, Jost's D has been found (a) to be (like FST) also affected by 
levels of heterozygosity, and (b) not to be conceptually related to basic population genetics quantities (effective 
population size, gene flow), rendering it potentially inferior to FST as a standard measure of population 
differentiation (Ryman & Leimar 2009). 
 
In summary, FST is an easily calculated measure of population differentiation and a good indicator of the 
presence/absence of panmixia. It has, however, limitations due to (a) neglect of the amount of genotype divergence 
and (b) dependence of the divergence estimator upon the within-subpopulation diversity. Alternatives to FST, which 
could at least partially overcome these limitations are available, but some are only rarely used and/or not generally 
accepted (in particular, HST and D). Given its widespread application and its sound theoretical foundation, FST can be 
considered as a valuable measure to infer population structure from genetic data, if a priori information about 
putative subpopulations is available. However, it is recommended to bear the limitations of FST in mind and to treat 
numerical comparisons among FST values with caution. 
  
IV.A.3.b. Assignment methods that estimate contemporary migration rate (m) 
Efforts to estimate levels of connectivity from genetic data have traditionally relied on equilibrium models that 
integrate information over evolutionary time periods (see section IV.A.3.a.).  The last decade has seen increasing 
interest in so-called ‘assignment methods’ that do not require equilibrium assumptions and instead can estimate 
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contemporary patterns of migration over time frames encompassed by the samples.  ‘Assignment tests’ (Paetkau 
1995; Manel et al. 2005) are a type of discriminant function analysis in which the discriminant functions are based 
on genetic traits that differ in frequency among potential source populations.  Multilocus genotypes are used to 
‘assign’ individuals to the most likely source population, guided by learning samples collected from potential 
sources.  If an individual is assigned to a population other than the one it was sampled from, it can be inferred that 
the individual is a migrant (Waser and Strobeck 1998; Berry 2004).  The program GeneClass (Piry et al. 2004) 
includes several different assignment test methods and offers the user various options for attempting to identify first-
generation migrants.  Other programs attempt to identify second-generation migrants (Wilson and Rannala 2003) or 
estimate the fraction of genes in each individual that are derived from each population (Pritchard et al. 2000). 
 
Assignment methods have some advantages for estimating migration:  they don’t require one to assume migration-
drift equilibrium, as do most standard models; they can potentially provide very detailed information about 
connectivity (both magnitude and direction); and they provide information about contemporary dispersal, which 
might be of interest for a variety of reasons.  However, assignment methods also have some substantial limitations 
for studying dispersal.  First, these methods provide information about movement of individuals but not reproductive 
success of the migrants; therefore, they do not provide any direct information about gene flow.  Second, assignment 
methods provide information about dispersal only for the time frames encompassed by the sampling.  Because 
dispersal is a stochastic process, samples taken from only one or a few years might not provide a representative 
picture of migration.  This can be contrasted with equilibrium models, which can provide an estimate of long-term 
patterns of gene flow from samples taken at a single point in time.  For any given application, these two factors 
might or might not represent serious limitations, depending on the nature and objectives of the research program.   
 
A third factor—statistical power—is potentially a more general limitation on use of assignment methods to study 
contemporary dispersal.  Power to detect migrants with genetic methods depends on two things:  the amount of data 
one has (samples of individuals, gene loci, and alleles), and the magnitude of genetic differences among populations.  
The researcher has control over the former but not the latter, and therein lies a conundrum:  power is highest when 
genetic differences among populations are large, but in that case migrants will be rare and difficult to detect without 
a very ambitious sampling program; conversely, if migration is high enough to provide reasonable prospects for 
finding migrants, the resulting levels of gene flow should erode most differences among populations, making it 
difficult to genetically distinguish migrants from residents.   
 
Two examples illustrate the inherent difficulty related to power.  Paetkau et al. (2004) used computer simulations to 
evaluate power to detect first generation migrants.  They found that even with fairly large amounts of data (50 
individuals sampled per population; 20 microsatellite-like gene loci), power to detect true migrants was <50% when 
gene flow rates were high enough (mN ≥ 5) to keep FST values below about 0.05.  These conditions would apply to a 
substantial fraction of potential applications for cetaceans. 
 
Second, the power issue sets up an inherent tradeoff between Type I (incorrectly labeling a resident as a migrant) 
and Type II (failing to detect a true migrant) error rates, either of which can seriously bias estimates of migration.  
Consider this hypothetical example:  a group of populations with N = 100 individuals each are connected by 1% 
migration per generation (m = 0.01).  This leads to mN = 1 (a low level of gene flow) and relatively large genetic 
differences among populations.  Optimistically, assume that these large differences lead to ~100% power to detect 
migrants using assignment methods (as found by Paetkau et al. 2004 for data-rich scenarios).  So, a large sample 
would on average contain 1% true and correctly-identified migrants.  But if the standard tolerance for Type I error is 
used (α = 0.05), then 5% of the sample would also be incorrectly identified as migrants.  In this case, even with 
perfect statistical power, the estimate of migration rate (0.01 + 0.05 = 0.06) would be six times the true level.  The 
only solution to this problem is to adopt a very low α level, but doing so is likely to compromise power unless 
genetic differentiation is very strong. 
 
The conundrum regarding power does not necessarily represent an insurmountable problem for using assignment 
methods to study contemporary dispersal—for example, Berry et al. (2004) reported reasonably good agreement 
between genetic and mark-recapture estimates of dispersal in a series of populations of the grand skink, Oligosoma 
grande, for which FST values ranged between 0.04 and 0.11.  However, the issues discussed above do indicate that 
careful attention to experimental design is essential, as is a realistic assessment of prospects of producing useful 
information.  Three general strategies can help improve performance.  First, in theory at least, it is possible to 
achieve high power to identify migrants among populations with very low levels of genetic differentiation, provided 
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that arbitrarily large numbers of loci and alleles can be scored.  At present the ability to do this with non-model 
species is limited, but that situation could change in the future.  Second, adopting a very low tolerance for Type I 
errors (e.g., α ≤ 0.01) can help reduce some of the most serious sources of potential bias, but this will likely 
compromise power unless genetic differences are moderately large and/or very large amounts of data are available. 
Third, the major challenges to these methods arise from uncertainty in identifying individual migrants.  Using an 
analogue to Genetic Stock Identification (resolution of mixed-stock fisheries using genetic data—Shaklee et al. 
1999; Manel et al. 2005), if focus is shifted from identifying individual migrants to estimating an overall migration 
rate, then uncertainty about origins of individuals might not preclude precise and accurate estimates of migration.  
This would require developing, or at least refining, some new analytical techniques.  One software program, 
BayesAss (Wilson and Rannala 2003) does actually attempt to estimate migration rate, but its performance with 
weakly differentiated populations has not been encouraging (Faubet et al. 2007). 
 
Finally, the conundrum regarding the inverse relationship between the level of migration and genetic differentiation 
largely disappears if the system one is analyzing involves populations that historically have been strongly isolated 
(and hence are well differentiated genetically) but which are currently exchanging sizeable numbers of migrants.  
This non-equilibrium situation cannot persist for long unless the migrants have little or no reproductive success, but 
in the interim could provide a large number of migrants to sample and high power to distinguish them from 
residents.  This scenario, in fact, is one that the Wilson and Rannala (2003) program was designed to study.  It is not 
clear how often this scenario might occur with cetaceans. 
 
 
IV.A.3.c. Isolation with migration models   
Evolutionary models that form the basis for genetic comparisons of different populations have typically been based 
on either of two extreme scenarios.  One model considers populations that have been exchanging migrants at a 
constant rate for an effectively infinite period of time (an equilibrium migration model).  The other considers 
populations that descended from some common ancestral population at some point in the past, and have since then 
evolved independently without gene flow (an isolation model).  Many of the population comparisons in the literature 
use measures based on Wright’s inbreeding coefficients (especially FST; Wright 1965—see Section IV.A.2.a).  The 
problem is that, by itself, a measure of genetic distance such as FST can’t differentiate between the two scenarios 
described above.  A low FST could mean either a relatively high rate of gene flow over time, or the recent cessation 
of gene flow altogether (because differentiation by genetic drift or selection will take some time to accumulate).  
Isolation with migration (IM) models allow both cases to be considered together and therefore distinguished.  This is 
important from a management perspective when trying to distinguish population segments for which there is some 
ongoing connectivity, from populations that have become isolated (and are potentially incipient species).  
Boundaries to gene flow can be difficult to identify in the ocean, and there have been several examples of cryptic 
cetacean species being identified in recent years (e.g. Wada et al. 2003).  There are also a number of poorly resolved 
radiations of species that are polyphyletic (e.g. the Tursiops, Delphinus, Stenella complex), and nominal species that 
have been variously recognized as single species or divided into multiple sub-species or putative species (e.g. 
Delphinus delphis & Orcinus orca; see below for an example).  IM can help resolve these questions associated with 
alpha taxonomy, and thereby better identify management units.  IM models can also help identify the relevant 
mechanisms and processes that regulate gene flow, and thereby improve the efficiency of management strategies.   
  
An early example of an IM model was described by Wakeley (1996), based on the observation that the variance of 
pairwise nucleotide differences (a measure of the extent of diversity) is smaller under isolation than under 
equilibrium migration.  However, any single statistic such as this will necessarily leave out much of the complexity 
likely to be reflected in real demographic histories.  This fact inspired an approach that could simultaneously 
estimate six parameters, initially described by Nielsen & Wakeley (2001).  It is a two-population, one-ancestor 
model, and the parameters estimated are the effective population size of each of the three populations (N1, N2 & NA), 
the migration rate from population 2 into population 1 (m1), the migration rate from population 1 into population 2 
(m2), and the splitting time between the two extant populations (t).  Thus, the IM model simultaneously estimates 
parameters related to both the equilibrium-migration and isolation models. The input is sequence data from a single 
locus, and the model assumes an infinite allele model of mutation (all new mutations are novel), selective neutrality, 
constant population size, no recombination, and a closed system (no other populations exchanging alleles with the 
focal populations).  The model was tested in both likelihood and Bayesian frameworks.  A later version allowed for 
the application of a finite site model of evolution (Palsboll et al. 2004).  This was useful, as this approach is 
especially appropriate for the analysis of mtDNA sequence data (no appreciable recombination), but a finite site 
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mutation model (such as HKY; Hasegawa et al. 1985) is better suited to mtDNA where mutation rates are 
comparatively high.  Another limitation of the original model was addressed in a paper by Hey & Nielsen (2004).  
The Nielsen & Wakely (2001) method (implemented in the program MDIV) was based on a single locus, but single 
gene trees can be affected by stochastic processes or natural selection and become unrepresentative of the true 
history.   
  
Hey & Nielsen (2004) extended the IM method to include multiple loci (implemented in the program IM).  The 
parameterization is also different in this model, where population size, migration rate and splitting time are all scaled 
by mutation rate.  It is assumed that the loci included have been drawn from all loci at random (that is, that none are 
atypical with respect to the depth of the gene tree or degree of gene flow), and as before, that they have evolved 
neutrally.  The basic parameters measured are the same as before, but additional parameters are required to 
accommodate the additional loci (scalars to account for differences in mutation rate and the mode of inheritance).  
As described in a later paper (Hey 2005), the IM program can also model populations that are expanding or 
contracting (through the addition of the ‘s’ parameter).  Three mutation models are available in the IM program: the 
infinite sites model (often appropriate for nuclear genes that evolve relatively slowly), the HKY finite-site model 
(better suited for relatively fast evolving sequences, such as mtDNA), and the stepwise mutation model (appropriate 
for microsatellite DNA loci).  Note that mutation rates are input as per locus per year. 
  
The programs that test these models employ Markov chain Monte Carlo (MCMC) simulations, and a major 
challenge with this approach is  to verify that the output corresponds to something like reality. It is, unfortunately, 
quite easy to generate data that looks plausible but is in fact quite wrong.  Therefore, a number of precautions are 
necessary, including the need to run the same simulations at least three times.  The first time allows some 
assessment of the effectiveness of the chosen input parameters, while the last two full runs allow confirmation that 
independent runs (with different random number seeds) give equivalent results.  While a detailed explanation is 
beyond the scope of this summary, the key objective is for the simulation to converge on the ‘stationary distribution’ 
(the distribution that you want to estimate with your sample of parameter values).  This convergence is necessary if 
the results are to be credible, and therefore a variety of indicators need to be assessed during the progress of the run. 
A description of these indicators and a more detailed explanation of the problem can be found in the support 
documents for the program IM.  A consequence of this is that the simulations sometimes need to run for a very long 
time (often weeks or more, depending on the speed of the computer processors).  One feature in the program IM that 
helps is the ability to run a number of chains in parallel (called ‘Metropolis coupling’).  A further advance was 
implemented in a second version of the program (IMa; Hey & Nielsen 2007), whereby approximations of the values 
for some parameters allows the program to progress more quickly.  
  
A few applications have been published for cetacean species.  In one study fin whales inside and outside the 
Mediterranean basin were compared, and a model of ongoing gene flow (at about 2 females per generation) was 
shown to be better supported that the alternative of recent isolation (Palsboll et al. 2004).  In another study the 
timing of the founding of populations of killer whales currently using coastal habitat was found to post-date the last 
glacial maximum (after habitat was released from under ice), and ongoing gene flow was indicated between 
populations of different ecotypes in the eastern North Pacific (Hoelzel et al. 2007).  These same ecotypes have 
recently been proposed as different species (Morin et al. 2010), though this was based only on mtDNA.  Nuclear 
markers suggested ongoing gene flow both from IM (Hoelzel et al. 2007) and individual genotype and parentage 
analyses (Pilot et al. 2010).  An important limitation remains with the model as applied in the program IMa.  The 
two population, one ancestor model means that there should not be other populations more closely related to the 
sampled populations than they are to each other, and that there shouldn’t be unsampled (‘ghost’) populations 
exchanging genes with either the focal populations or the ancestral population.  Violations of these assumptions can 
inflate the apparent size of the ancestor population, and make estimates of gene flow misleading (which might in 
fact be signals of gene flow through intermediaries).  To help address this problem, a new version of IMa (IMa2) has 
now been released which allows inclusion of up to 10 populations (including ghost populations; Hey pers comm).  
The difficulty with using a multipopulation model, however, will be the introduction of new parameters to estimate, 
as well as more expansive requirements for sampling.  A modification of this type would need to be supported by a 
large number of highly informative loci to produce reliable results; even then, obtaining reliable estimates for 
closely related populations is likely to be very challenging.   
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IV. B. 3. Landscape genetics 
Landscape genetics merges the fields of molecular population genetics, landscape ecology and spatial statistics to 
study how features of the landscape affect processes of microevolution such as gene flow, natural selection, local 
adaptation and genetic drift (Manel et al., 2003; Storfer et al. 2007; Holderegger and Wagner 2008; Segelbacher et 
al. 2010).  Unlike most traditional approaches to the study of population subdivision, landscape genetics does not 
necessarily require the a priori assignment of individuals to populations, although that can be done as well.  Often in 
landscape genetics the individual is the operational unit, and thus the experimental design can be free of assumptions 
(and their potential biases) about population structure.  This also allows for studies on a much finer scale than is 
possible for analyses that require individuals to be grouped together into putative populations.  Landscape genetics 
typically focuses on contemporary evolutionary processes; in this respect, it differs from phylogeography (another 
approach that links genetics to geography), which seeks to identify phylogenetic lineages and thus looks at the 
consequences of population structure over considerable periods of time. 
  
The general aim of landscape genetics is to identify genetic discontinuities (i.e., population structure) that correlate 
with landscape and/or environmental features.  From a conservation biology perspective, understanding the 
functional connectivity of populations across landscapes is an important goal (Van Dyck and Baguette 2005). One 
primary application is to aid in the identification of management units, and the method can be particularly useful in 
cases where it is difficult to assign individuals to populations a priori.  This is especially important for continuously 
distributed species, for which any a priori grouping into putative populations risks being arbitrary.  Spatial patterns 
that potentially can be identified include clines, genetic discontinuities, metapopulations, isolation by distance, and 
random patterns.  In the final analysis, validation of patterns of functional connectivity is ultimately based on gene 
flow estimates (Cushman et al., 2009).  Obviously, obtaining accurate locality data for each individual is a critical 
requirement of sampling.   Genetic and statistical methods are used to identify spatial genetic patterns and their 
correlations with landscape and environmental features.   Landscape genetic analyses can use any of the typical 
molecular markers, including mtDNA, microsatellites, SNPs, AFLPs, and allozymes.  Neutral markers are useful for 
identifying some ecological and demographic processes, but targeted genes undergoing selection can potentially 
provide novel information about the genetic basis of adaptation, adaptive differentiation, and speciation.  Sampling 
across ecological gradients can help to identify environmental factors that might drive selection.  
  
Landscape genetic studies in which individuals can be a priori assigned to populations can employ standard 
population genetic methods such as F-statistics (see Section IIV.A.2.a) and assignment tests (see Section IV.A.3.b).  
However, in cases where the individual is the operational unit, application of Wright’s Neighborhood concept can be 
useful, particularly for detecting patterns of isolation by distance.   For continuously distributed species, Wright 
(1943) defined the genetic ‘neighborhood’ as the basic unit of population structure.  In Wright’s model, 
neighborhood size is 4πDσ2, where D is population density and σ2 is mean squared parent–offspring distance along 
one axis.  Statistical procedures for use in landscape genetics include Mantel’s test for isolation by distance.  
Regression analysis of genetic distance with geographic distance allows the estimation of neighborhood size and 
thus dispersal distance.  Spatial autocorrelation analysis allows one to identify spatial patterns such as clines and test 
whether distance is the main determiner of population structure.  Bayesian clustering methods (see Section IV.B.1) 
can be used to assign individuals to populations by a method that minimizes HW or linkage disequilibria among 
groups.  Multivariate analyses like Principal Components Analysis (PCA) are used to summarize variation among 
many loci across an area.  Interpolation of the major components into a synthesis map gives insight into spatial 
patterns and can allow identification of patterns such as clines.  Two popular methods (Barbujani, 2000) to identify 
genetic boundaries or discontinuities are Monmonier’s algorithm, which visualizes data contained in a genetic 
distance matrix on a geographical map to identify boundaries, and wombling, which “locates boundaries across a 
surface for an interpolated variable (i.e. allele frequency surface) by searching for regions in which the absolute 
value of the surface slope is large” (Manel et al., 2003).   
  
Studies of landscape genetics often apply methods of Bayesian clustering to more objectively group individuals into 
populations.  The program STRUCTURE (Pritchard et al. 2000) is the most widely applied Bayesian clustering 
approach.  However, because of limitations to this program and to the use of isolation by distance models in general, 
Segelbacher et al. (2010) suggest that a new trajectory for investigations in landscape geneticists will be the study of 
population genetic structure and isolation by distance under computer-simulated dynamical models.    
 
Statistical approaches also exist that allow for the correlation of genetic patterns with environmental variables.  
Mantel tests are used to correlate genetic distance to a wide variety of variables.  Alternatively, canonical 
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correspondence analysis (CCA) can be used to relate genetic diversity to environmental factors, at the same time 
testing for environmental factors that explain variation in genetic diversity.  Geographical information systems (GIS) 
visualize spatial genetic patterns.  Because GIS allows overlay of environmental or landscape variables onto 
genetics data, it facilitates development of hypotheses about the cause of spatial genetic patterns.   
  
There are limitations and constraints to the use of landscape genetics, as with all analytical methods.  Some analyses 
assume random mating, which might be violated by many cetacean populations. In addition, gametic disequilibrium 
and departures from HW proportions can result from processes besides population structure, including small 
populations, bottlenecks, inbreeding and admixture; hence, these factors can obscure patterns related to population 
structure. Schwartz and McKelvey (2009) showed that the program STRUCTURE identified varying numbers of 
clusters which were dependant on sampling scheme.  STRUCTURE may thus provide misleading population 
assessments because genetic gradients or similar patterns likely are common in nature.  A more general limitation is 
that isolation-by-distance mathematical models strongly depend on the assumption of migration-drift equilibrium 
(Rousset 1997).  Studies of great whales will often deal with non-equilibrium populations.  Indeed, as a final caveat, 
the historic overharvest of great whale populations and its resulting bottlenecks could represent a significant 
violation of the assumptions of certain analyses, particularly those that assume demographic and genetic 
equilibrium.   

 
V.C. Multiple testing 
Some analyses routinely involve multiple tests of the same hypothesis (e.g., tests of HWE and LD, or pairwise tests 
of heterogeneity between populations).  In these applications, it is common practice to use a correction for multiple 
testing, such as the Bonferroni correction, in which the critical P value is inversely proportional to the number of 
tests.  Two points should be kept in mind when using this type of correction for multiple tests. 

1) The Bonferroni correction is widely known to be conservative and hence will fail to detect some actual 
departures from the null hypothesis.   

2) If the correction is performed, then the expectation is (with probability 1-P) that the number of 
adjusted significant tests will be zero.  Therefore, even a single adjusted significant test cannot easily 
be attributed to chance and requires an explanation. 

If a multiple testing correction is performed, a better option might be the false discovery rate (FDR; the fraction of 
tests in which the null hypothesis is falsely rejected; Benjamini and Hochberg 1995), which adjusts for multiple 
testing without sacrificing as much power as the Bonferroni correction.  In addition, it is recommended that results 
are also presented for unadjusted tests, as the distribution of unadjusted P values provides valuable information 
about agreement with the underlying null hypothesis. 
 
V.D. Mutation rates 
The parameter θ = 4Neµ plays a key role in both theoretical and applied population genetics.  θ is a composite 
parameter, proportional to the product of effective population size (Ne) and mutation rate (µ).  Although this fact 
adds complexity to some analyses, it can be used to advantage by a simple rearrangement of the above equation:   

Ne = θ/(4µ).          (6) 
This means that if θ can be estimated from population genetic data (as is routinely done with microsatellites or 
sequence data for mitochondrial or nuclear DNA), then insights into Ne can be obtained if one can also estimate 
mutation rate.  The effective size that is estimated in this way is a long-term, or historic, Ne that depends (among 
other things) on the assumption that measured levels of genetic diversity reflect an equilibrium between mutation 
and genetic drift (see Section III.B.1. above).  This general approach has a variety of practical applications, such as 
estimating historical effective population size; estimating divergence times between populations or species; and 
estimating population demographic patterns over time (see Beaumont and Rannala 2004, Nielsen and Beaumont 
2009).  Several factors, however, contribute to uncertainty and limit the practical usefulness of these approaches.  
First, only four kinds of DNA bases occur (termed A, T, C, G for short), and DNA sequences are typically compared 
by counting the fraction of sites at which they have different bases.  Once a mutation has occurred at a particular site 
(e.g., from A to T), a subsequent mutation at that site will still result in only a single difference compared to the 
reference sequence (if the mutation is from T to G or C) or will negate the original change (if the mutation is a back 
mutation from T back to A).  This saturation effect is of particular relevance for estimates of mutation rate at 
mtDNA, which are typically obtained by the ‘phylogenetic method’ that involves comparing sequences from 
different species.  In addition to making duplicate mutations more likely, this introduces potential sources of error in 
developing calibration points for divergence times—typically derived from the fossil record, which is relatively poor 
for cetaceans.   
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Second, mutation rates can vary considerably among species and among regions of the genome within species. For 
many years, a ‘2% rule’ was used for mtDNA, based on calculations using the phylogenetic method, suggesting that 
for vertebrates the average rate of base substitution was about 2% per million years (Wilson et al. 1985).  However, 
rates vary among regions of the mtDNA molecule, and for the widely used control region, the estimates were 
considerably higher (12% to 38% per million years in humans; see review in Henn et al. 2009).  Furthermore, the 
mtDNA control region itself is heterogeneous for mutation rate, with the central, very conserved, region being 
flanked by two ‘hypervariable’ regions (HVR1 and HVR2). 
 
Finally, recent estimates of mutation rate over shorter time frames for intraspecific comparisons often differ greatly 
from those based on the phylogenetic method.  An extensive analysis (Howell et al. 2003) provided an estimate for 
the human HVR1 of 95% per million years (0.95 changes / site/ million years).  Similar approaches applied to other 
species including C. elegans (Denver et al. 2000) and Adélie penguins, Pygoscelis adeliae (Millar et al. 2008) have 
also produced estimates that are 1-2 orders of magnitude higher than suggested by the 2% rule.  Henn et al. (2009) 
suggested that for humans the high mutation rates decay after about 15,000 years, but for penguins the elevated rate 
seemed to extend back further in time (Millar et al. 2008).   
 
From the form of Equation 6, it is easy to see that errors in estimating the mutation rate directly translate into the 
same proportional errors in estimating Ne.  For example, if mutation rate is underestimated by a factor of two, Ne 
will be overestimated by the same amount.  This fact, together with the wide range of published estimates of 
mutation rates, has helped spawn much of the controversy that has surrounded some attempts to estimate historical 
Ne based on existing levels of genetic diversity.  For example, Roman and Palumbi (2003) calculated that there must 
have been many more whales in pre-whaling oceans than had previously been thought, based on an estimate of 
mutation rate in the cetacean mtDNA control region derived from the phylogenetic method (e.g., Hoelzel et al. 
1991)—about 2% per million years.  However, the relevant timeframe suggests that the much higher rate estimates 
derived from intra-specific genealogies might be more appropriate (e.g. Henn et al. 2009, Millar et al. 2008).  If 
those higher rates were instead applied, the cetacean population size estimates would fall in line with what had been 
previously interpreted from historical catch data. 
 
In summary, current levels of genetic diversity and other patterns in the DNA of contemporary populations contain 
information about historic size and demographic processes. However, deciphering this information is tricky and 
depends heavily on obtaining a reliable estimate of mutation rate.  It is not enough to have an estimate of mutation 
rate for the focal species; it is also important to have estimates for the regions of the genome that produced the 
genetic data being analyzed, and to apply the correct mutation rate to the relevant time frame – higher rates for more 
recent events (Ho et al. 2005).  Because of the saturation effect, estimation of mutation rates might best be confined 
to the time period during which each mutation occurs at a unique site and the cumulative number of substitutions 
increases linearly with time.   
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Appendix 1 
 

[Note: this is reproduced from Appendix 3 in Annex I (Report of the Working Group on Stock Definition) to 
the 2009 Report of the Scientific Committee] 

 
WNP Bryde’s whales: a summary for use in the Analysis Guidelines document 

 
[More detail on the points below can be found in JCRM 9 (2007) ~p410, IWC 58 Annex D ~p95, JCRM 10 (2008) p 
455] 
 
Bryde's whales feed during the Northern summer in mid-latitudes across the North Pacific ocean, eastwards from at 
least 130°E. They migrate there from breeding ground(s) further south; the location of these ground(s) is unknown. 
Separate genetically-distinct population(s) with mirror-image behaviour exist in the Southern Hemisphere. 
Taxonomically, Bryde’s whales form a complex, with for example distinct and small coastal forms in several places, 
but all the discussion here concerns the offshore form only. There may or may not be stock substructure within the 
feeding grounds, and/or on the breeding grounds. The IWC is considering proposals for an ongoing catch of Bryde's 
whales on the feeding grounds between 130°E (W Japan) and 155°W/205°E (Hawaii) and about 10°N to 40°N. 

 
Figure 1. Areas of the North Pacific where the IWC is considering catches of Bryde’s whales. See main text for 
meaning of boxes. 
 
Some data on basic biological and population dynamic parameters is available.  

• Bryde’s whales mature around age 7, and median age is around 16. 
• The abundance for areas #1W, #1E and #2 combined was estimated to be about 22000 in 1995. No reliable 

estimates are available outside these areas, so if these areas only constitute part of the feeding grounds of 
the underlying stocks, the population abundance will be higher. 

• Catches have been taken since at least 1906, primarily from #1E and #1W. Annual takes were in the low 
hundreds until the 1970s, with roughly 1000 animals per year taken until 1987 when catching stopped. 
Catches of around 50 per year resumed in 2000. 

 
In terms of non-genetic data that might inform stock structure: there is no discontinuity in distribution within the 
catch area, nor any evidence of morphometric differences. Differences in age composition have been found between 
the three sub-areas; although interpretation is unclear, this provides part of the motivation for considering the 
possibility stock structure. Mark-recapture shows that movements do occur across the two western sub-areas; there 
has not been enough effort in the easternmost sub-area, #2, to tell how much movement there is to/from #2. Two 
satellite tags have now been deployed, for short durations. 
 
In terms of genetic data: 
• single-locus allozyme data has shown differences between WNP Brydes' and other Brydes' whales in the 

Pacific, but not within the catch zones; 
• mitochondrial and microsatellite DNA has been collected from the two western sub-areas in the 1980s and 

2000s, with no significant heterogeneity revealed; 
• no genetic samples have been collected from the easternmost sub-area; 
• no genetic samples are available from the breeding ground(s), and there is little prospect of getting any. 
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In terms of proposed future catches: catch levels over time would be regulated as usual under the RMP, based on 
time series of abundance estimates collected across the catch area. The quota-setting rule has been shown to have 
minimal risk of causing unacceptable depletion if applied to a single freely-mixing population. However, if there 
was population structure on the catch grounds, and if the entire quota was taken from a sub-area containing mostly 
one subpopulation, then it would be possible to cause unacceptable local depletion in that sub-area over, say, a 100-
year timeframe; any refill from subpopulations that primarily feed in other sub-areas would be too slow in 
management terms. The question before the Scientific Committee, is whether it is necessary to divide the catch 
quota spatially across this large area, to avoid risk of local depletions. Currently, three sub-areas are under 
consideration (#1W=130°E-165°E, #1E=165°E-180°E, #2=180°E-205°E/155°W). 
  
The boundaries of these sub-areas are fairly arbitrary, biologically speaking, and they simply represent a tractable 
way in which catches could be divided if necessary. The five stock structure hypotheses currently under 
consideration (**figs from SDWP1 or Bryde’s whale IST docs**) concern the extent of mixing between different 
putative subpopulations in the different sub-areas. The range of hypotheses, and indeed the sub-area boundaries, are 
not set in stone, so there are maybe three distinct tasks to consider: 
 
• to use genetic data to evaluate the relative plausibility of the various hypotheses currently under 
consideration; 
• to use genetic data to help parametrize quantities such as mixing proportions (of breeding sub-populations 

in feeding sub-areas) and dispersal proportions (migration between sub-populations); 
• to consider whether the range of hypotheses needs alteration/expansion. 
 
 
Equations for harvesting under dispersal example in Annex I, and link to genetic differentiation parameters 

The relationship between harvesting, dispersal rates and conservation goals can be explored using the following 
simple population dynamics model for two populations linked by dispersal. 

1 1 1 1 1 1 2 1 2 1 2
1

2 2 2 2 2 1 2 1 2 1 2
1

(1 / )

(1 / )
y y y y y y y

y y y y y y

N N rN N K C N N

N N rN N K N N

φ φ

φ φ

→ →
+

→ →
+

= + − − − +

= + − + −
  (1) 

where i
yN  is the number of animals in stock i at the start of year y, 

r is the intrinsic rate of growth (assumed to be 0.1), 
iK  is the carrying capacity of stock i: 

1 tot 2 tot; (1 )K K K Kα α= = −     (2) 

totK  is the total carrying capacity (assumed to be 1000), 
α is the proportion which stock 1 is of the total at pre-exploitation equilibrium, 

i jφ →  is the proportion of animals of stock i which migrate (permanently) each year to stock j; by 
definition: 

2 1 1 2 1 2/K Kφ φ→ →=     (3) 

yC  is the catch during year y, assumed to be taken only from stock 1, and computed by applying an 

exploitation rate λ  to the total population size (both stocks combined) at the start of year y, i.e.: 

1 2( )y y yC N Nλ= +     (4) 
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The populations do not have the same carrying capacities and only one of the populations is subject to harvest, but 
the catch limit for population 1 is (somewhat unintentionally) based on the total numbers in both populations 
(because it is not known that there two populations). Note that the per capita dispersal rates at equilibrium must be 
different for the two populations, in order to maintain different population sizes. 

For the calculations in Annex I Figure 1, the exploitation rate λ is set to 0.05, corresponding to MSY in the panmictic 
case (i.e. very high dispersal). In that case, the equilibrium abundance relative to unexploited would be 50%.  

Translation between the dispersal rate phi and genetic differentiation parameters might be accomplished as follows. 
If plausible values for the N/Ne ratio and the generation time are available, per capita annual dispersal can be easily 
transformed into genetic dispersal rates (m*Ne). Under mutation-drift equilibrium and a specified migration model, 
there is a simple formula relating m*Ne to Fst or related quantities (Wright, 1978). However, under non-equilibrium 
scenarios or other violations of the rather stringent underlying assumptions, this formula is biassed, and more 
sophisticated methods (e.g. coalescence) would be recommended for analysis of real data. To what extent this extra 
sophistication would be worthwhile for purposes of setting a “target Fst” will depend on the specific context being 
considered. 
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